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Resumo: A poluição atmosférica é responsável por milhões de mortes prematuras no mundo, o que
torna essencial o monitoramento contínuo da qualidade do ar. No entanto, o alto custo de instalação
e manutenção de estações físicas limita sua abrangência espacial,  especialmente em países em
desenvolvimento. Este artigo apresenta os resultados de uma experiência pedagógica conduzida na
disciplina de Concepção e Gestão de Projetos de Engenharia, do curso de Engenharia Ambiental do
Centro Universitário de Volta Redonda, cujo objetivo foi desenvolver uma estação virtual baseada
em redes neurais artificiais. Utilizaram-se dados históricos de PM10 (2004–2024) de três estações
em Volta Redonda/RJ (Belmonte, Retiro e Vila Santa Cecília). A rede, com três camadas ocultas de
30 neurônios  cada,  obteve  MRSE de  55% e  correlação  moderada (R  = 0,486),  demonstrando
viabilidade da abordagem e potencial para formação acadêmica, embora indique a necessidade de
modelos mais robustos para fins operacionais.
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1 INTRODUÇÃO 

A poluição do ar constitui um dos principais riscos ambientais para a saúde humana. 
Estima-se que, somente na Europa, mais de 300 mil mortes prematuras por ano estejam 
associadas à exposição prolongada a poluentes atmosféricos (Samad et al., 2023). O 
monitoramento da qualidade do ar, portanto, é fundamental para a formulação de políticas 
públicas eficazes, mitigação de impactos e conscientização da população. Contudo, os 
elevados custos de instalação e manutenção de estações físicas de monitoramento limitam 
sua cobertura espacial, especialmente em regiões urbanas de países em desenvolvimento 
(Vu et al., 2019a). 

Nesse contexto, surgem as estações virtuais de monitoramento da qualidade do ar, 
fundamentadas em técnicas de modelagem e inteligência artificial, como alternativas viáveis 
para expandir a capacidade de vigilância ambiental sem a necessidade de infraestrutura física 
intensiva (Samad et al., 2023). Essas soluções digitais são capazes de estimar concentrações 
de poluentes com base em dados meteorológicos, geográficos e históricos, oferecendo 
suporte técnico para tomada de decisão e planejamento urbano. 

Paralelamente, a formação de engenheiros ambientais demanda estratégias 
pedagógicas que promovam o desenvolvimento de competências técnicas, reflexivas e 
colaborativas. Entre essas abordagens, a aprendizagem baseada em projetos (Project-Based 
Learning – PBL) destaca-se por aproximar os estudantes de situações reais, estimulando a 
resolução de problemas complexos e o trabalho em equipe (Frank; Lavy; Elata, 2003). As 
recentes confirmam os efeitos positivos do PBL no desempenho acadêmico, nas habilidades 
cognitivas superiores e na atitude dos alunos frente à aprendizagem (Zhang; Ma, 2023). 

Neste artigo, relata-se a experiência pedagógica desenvolvida na disciplina 
“Concepção e Gestão de Projetos de Engenharia”, do curso de Engenharia Ambiental do 
Centro Universitário de Volta Redonda. O projeto propôs que os estudantes participassem 
ativamente da criação de uma estação virtual de monitoramento da qualidade do ar, simulando 
todas as etapas de um projeto de engenharia — desde a concepção até a validação. O projeto 
extrapolou o escopo da disciplina, transformando-se posteriormente em um trabalho de 
iniciação científica e Trabalho de Conclusão de Curso (TCC). 

O objetivo deste artigo é apresentar as etapas do desenvolvimento da estação virtual e 
os principais resultados obtidos até o momento, destacando o potencial formativo dessa 
abordagem no contexto da educação em engenharia ambiental. 

2 FUNDAMENTAÇÃO TEÓRICA 

A poluição atmosférica representa um dos maiores desafios ambientais 
contemporâneos, sendo responsável por milhões de mortes prematuras no mundo. Estima-se 
que mais de 7 milhões de pessoas morram anualmente devido à exposição prolongada a 
partículas inaláveis finas (PM2.5), que penetram profundamente nos pulmões e atingem a 
corrente sanguínea, causando doenças respiratórias e cardiovasculares (Liu et al., 2019; 
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Zaman et al., 2021). A Agência Europeia de Meio Ambiente aponta que, somente em 2014, 
cerca de 428 mil mortes prematuras ocorreram na Europa devido à exposição ao PM2.5 (Liu 
et al., 2019). 

O material particulado é classificado conforme seu diâmetro aerodinâmico: partículas 
com menos de 10 μm (PM10) podem alcançar os brônquios, enquanto as com menos de 2,5 
μm (PM2.5) atingem os alvéolos pulmonares (Liu et al., 2019; Zaman et al., 2021). O PM10 é 
frequentemente utilizado como indicador da qualidade do ar, sendo medido em estações de 
monitoramento fixas ou estimado por meio de sensores de baixo custo. Esses sensores, como 
o Nova SDS011, apresentam viabilidade para uso em redes amplas de monitoramento, 
especialmente quando calibrados com algoritmos de aprendizado de máquina (Liu et al., 
2019). 

Apesar das vantagens dos sensores de referência, seu alto custo limita a abrangência 
espacial das medições. Por isso, a modelagem baseada em dados e a construção de estações 
virtuais tornaram-se alternativas promissoras, utilizando dados meteorológicos, satelitais e 
históricos para estimar concentrações de poluentes em regiões sem monitoramento físico 
(Fong et al., 2020; Yu et al., 2022). 

As redes neurais artificiais (RNA), sobretudo aquelas baseadas em arquiteturas 
profundas como LSTM (Long Short-Term Memory), têm se mostrado eficazes na modelagem 
da qualidade do ar, por sua capacidade de capturar relações não lineares e padrões temporais 
complexos (Chang et al., 2020). Modelos como redes recorrentes (RNN), regressão por 
vetores de suporte (SVR) e florestas aleatórias (RF) também são amplamente utilizados na 
estimativa de concentrações de PM10 e PM2.5 (Yu et al., 2022; Zaman et al., 2021). 

Estudos recentes demonstram que técnicas de aprendizado profundo e modelos 
ensemble, como o Deep Ensemble Machine Learning (DEML), superam modelos estatísticos 
tradicionais, fornecendo maior precisão na previsão de poluentes, inclusive em áreas rurais e 
suburbanas (Fong et al., 2020; Yu et al., 2022). Transfer learning e métodos de agregação de 
modelos, por sua vez, auxiliam na melhoria da performance preditiva mesmo em regiões com 
escassez de dados históricos (Fong et al., 2020). 

3 TRABALHOS RELACIONADOS 

A previsão da qualidade do ar tem atraído crescente atenção da comunidade científica, 
sobretudo com o avanço de técnicas de aprendizado de máquina aplicadas à modelagem 
ambiental. Um dos estudos de maior relevância nesse contexto é o trabalho de Samad et al. 
(2023), que propuseram um modelo para substituir estações físicas de monitoramento por 
estações virtuais, utilizando algoritmos de aprendizado de máquina como Regressão Linear, 
k-NN, Árvores de Decisão, Random Forest, XGBoost, e redes neurais artificiais. O estudo 
obteve alta acurácia preditiva (R² superior a 0,9) na estimativa das concentrações de PM2.5, 
PM10, NO2, CO e O3 em Lahore, Paquistão, destacando o potencial dessas tecnologias como 
alternativas de baixo custo e alta eficiência para monitoramento ambiental contínuo. 

Diversos trabalhos têm seguido essa linha de pesquisa. Chang et al. (2020) propuseram 
um modelo agregado de LSTM (ALSTM) que combina dados de diferentes tipos de estações 
(urbanas, industriais, rurais) para aprimorar a previsão de PM2.5 em Taiwan. Essa abordagem 
multiorigem demonstrou significativa melhoria nos índices de erro (RMSE, MAE), superando 
modelos individuais como SVR e GBTR. 
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Drewil e Al-Bahadili (2022) desenvolveram um modelo baseado em LSTM otimizado 
por Algoritmos Genéticos, aplicado à previsão de PM10, PM2.5, CO e NOx. O foco do trabalho 
foi melhorar a performance preditiva por meio da otimização de hiperparâmetros, alcançando 
resultados mais rápidos e precisos que modelos tradicionais de redes neurais e de 
aprendizado de máquina puro. 

Além disso, Czernecki et al. (2021) avaliaram a eficácia de diversos algoritmos — como 
regressão linear, Random Forest, XGBoost e redes neurais — na previsão de curto prazo de 
PM10 e PM2.5 em aglomerações urbanas da Polônia. O XGBoost se destacou como o modelo 
mais preciso, especialmente em contextos com alta variabilidade sazonal e meteorológica. 

Vu et al. (2019b) apresentam uma aplicação robusta de técnicas de Inteligência 
Artificial, especificamente o modelo de Random Forest, para estimar concentrações diárias de 
material particulado fino (PM2.5) em alta resolução espacial (1 km²) na cidade de Lima, Peru. 
A pesquisa integra dados de sensoriamento remoto por satélite (AOD-MAIAC), variáveis 
meteorológicas oriundas de modelos de previsão (ECMWF e WRF-Chem), dados de uso do 
solo e medições de estações de monitoramento terrestre para treinar e validar o modelo 
preditivo. Entre as 16 variáveis utilizadas no modelo estão: profundidade óptica de aerossóis 
(AOD), radiação solar incidente, temperatura, umidade relativa, pressão atmosférica, altura da 
camada limite planetária (PBL), componentes do vento (u e v), cobertura de nuvens, albedo, 
NDVI, densidade populacional, elevação, distância das vias principais, percentagem de 
urbanização e PM2.5 simulado por modelo químico. O uso de IA permite superar a escassez 
de dados locais ao capturar padrões complexos e não lineares entre esses preditores 
ambientais e os níveis de poluição, fornecendo assim estimativas confiáveis mesmo em 
regiões com cobertura limitada de sensores. A abordagem mostrou desempenho satisfatório 
(R² = 0,70) e gera uma base histórica de dados de qualidade do ar essencial para estudos 
epidemiológicos e formulação de políticas públicas voltadas à saúde ambiental. 

Em contraste com essas abordagens sofisticadas, este estudo adota uma rede neural 
simples, aplicada a dados reais obtidos pelo Instituto Estadual do Ambiente do Rio de Janeiro 
(INEA/RJ). O objetivo é validar o conceito de uma Estação Virtual de Monitoramento da 
Qualidade do Ar no contexto da formação de engenheiros ambientais, priorizando o 
aprendizado prático e a viabilidade técnica com recursos computacionais acessíveis. 

4 REDES NEURAIS ARTIFICIAIS 

As redes neurais artificiais são compostas por unidades chamadas neurônios artificiais, 
que operam a partir de um conjunto de entradas, associadas a pesos, além de um termo de 
viés e uma função de ativação não linear, conforme representado na Figura 1. Durante o 
processo de aprendizagem da rede, esses parâmetros — pesos e bias — são 
sistematicamente ajustados para reduzir a discrepância entre a resposta esperada e a 
resposta obtida pela rede (Haykin, 2016, 2000). 

As Redes neurais artificiais (RNA) podem ser expressas matematicamente pelas 
Equações 1 e 2 (Haykin, 2016, 2000): 
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𝑧𝑗
[𝑙]

= ∑ 𝑤𝑗𝑘
[𝑙]

𝑥𝑗
[𝑖]

+ 𝑏𝑗
[𝑙]

𝑚

𝑘=1

 (2) 

onde 𝑎 é a saída do neurônio, 𝜎 representa a função de ativação, 𝑤 é o valor do peso, x é o 
vetor que contém as entradas de terminada camada, e 𝑏 representa a bias. 𝑚 representa o 

número de entradas da RNA, o sobrescrito [𝑙] denota a 𝑙𝑛−é𝑠𝑖𝑚𝑎 camada, o sobrescrito (𝑖) 

denota a 𝑖𝑛−é𝑠𝑖𝑚𝑎 amostra, o sobescrito 𝑗 denota qual é a entrada, e o sobescrito 𝑘 denota 
qual é o neurônio. 

 

Figura 1 – Arquitetura da Rede Neural Artificial. 

 

Fonte: Adaptado de Haykin (2016, 2000). 

As Redes Neurais Artificiais (RNAs) podem ser organizadas em diferentes arquiteturas, 
nas quais são incorporadas funções de ativação e algoritmos de aprendizado. A estrutura de 
uma RNA é composta por camadas distintas — de entrada, ocultas e de saída —, cada uma 
com uma quantidade específica de neurônios. O número de neurônios na camada de entrada 
depende diretamente da quantidade de variáveis de entrada do problema. Já a quantidade de 
camadas ocultas, bem como o número de neurônios em cada uma delas, pode variar conforme 
as necessidades da aplicação. Por fim, a dimensão da camada de saída é definida de acordo 
com o número de saídas que se deseja obter (Haykin, 2016, 2000). 

O Perceptron de Múltiplas Camadas (MLP) é uma das arquiteturas de rede neural 
artificial mais utilizadas na resolução de problemas em diversas áreas do conhecimento (Haykin, 
2016, 2000). A flexibilidade dessa estrutura foi significativamente ampliada com o 
desenvolvimento do algoritmo de retropropagação, que permite à rede aprender e representar, 
de forma eficaz, a relação entre os dados de entrada e os resultados esperados (Haykin, 2016, 
2000). 

Durante o processo de aprendizagem, a rede recebe um conjunto de entradas, que são 
processadas sequencialmente por seus neurônios até atingir a camada de saída, gerando uma 
resposta. A primeira camada oculta realiza um ajuste nos dados de entrada para que seus 
valores fiquem entre -1 e 1, promovendo a padronização das escalas de entrada. Esse 
processo, conhecido como normalização pela média (mean normalization), contribui para o 
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desempenho da rede ao facilitar o tratamento dos dados, conforme descrito na Equação 3 
(Haykin, 2016, 2000). 

𝑥𝑛𝑜𝑟𝑚 =
𝑥𝑖 −

1
𝑁

∑ 𝑥𝑖
𝑁
𝑖=1

max(𝑥) − min(𝑥)
 (3) 

onde 𝑁 é o número de amostras disponíveis, e 𝑥 é a 𝑖𝑛−é𝑠𝑖𝑚𝑎  amostra de entrada. O cálculo 

de 𝑧𝑗
[𝑙]

 na primeira camada é dado pela Equação 4. 

𝑍[𝑙] = 𝑊 [𝑙]𝑋𝑛𝑜𝑟𝑚 + 𝐵[𝑙] (4) 

Em que os símbolos representados por letras maiúsculas são matrizes. A saída da 
primeira camada é calculada com a função de ativação como mostrada na Equação 5. 

𝐴
[𝑙]

= 𝜎 (𝑍
[𝑙]

) (5) 

Nas etapas subsequentes do processamento em uma Rede Neural Artificial, a saída 
gerada por uma camada passa a ser utilizada como entrada para a camada seguinte. Esse 
encadeamento sequencial garante o fluxo contínuo de informações entre as camadas, 
permitindo o aprendizado e a transformação progressiva dos dados ao longo da rede, 
conforme representado pela Equação 6. 

𝑧𝑗
[𝑙+1]

= ∑ 𝑤𝑗𝑘
[𝑙+1]

𝑎𝑗
(𝑖)[𝑙]

+ 𝑏𝑗
[𝑙+1]

𝑚

𝑘=1

 (6) 

Na camada de saída, a saída estimada 𝑦̂𝑗 é obtida pela Equação 7: 

𝑦̂𝑗 = 𝑎𝑗
[𝑙+1]

= 𝑧𝑗
[𝑙+1]

 (7) 

Ao lidar com uma função linear, a saída produzida pela rede neural é comparada ao 
valor desejado, gerando um sinal de erro (𝐸). Esse sinal de erro é então retropropagado pela 
rede, camada por camada, com o objetivo de ajustar os pesos e os bias. Esse procedimento 
ocorre de forma iterativa até que sejam atendidos determinados critérios de parada. Tais 
critérios podem incluir um número pré-definido de épocas (iterações), a obtenção de um índice 
de desempenho específico ou a combinação de ambos. O processo de aprendizado é 
encerrado assim que esses critérios são atingidos, indicando que a rede alcançou um nível 
satisfatório de precisão ou desempenho (Haykin, 2016, 2000). 

Neste estudo, o algoritmo de treinamento adotado foi o método de Levenberg-
Marquardt (LM) (Haykin, 2016, 2000). Esse método busca um equilíbrio entre a estabilidade 
do método do gradiente e a rapidez da aproximação de Gauss-Newton. A avaliação do 
desempenho da Rede Neural Artificial é realizada por meio da métrica do erro quadrático 
médio (𝐸𝑀𝑆𝐸), apresentada na Equação 8, que expressa a média das diferenças elevadas ao 
quadrado entre os valores previstos pela rede e os valores reais .(Haykin, 2016, 2000). 
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𝐸𝑀𝑆𝐸 =
1

𝑁
∑[(𝑦𝑖 −  𝑦̂𝑖)2]

𝑁

𝑖=1

 (8) 

onde 𝑁 é o número de amostras, 𝑦𝑖 representa o valor real da amostra e 𝑦̂𝑖 representa o 
valor estimado pela RNA. 

Durante o processo de aprendizado de uma Rede Neural Artificial, o conjunto de dados 
é segmentado em três subconjuntos distintos (Haykin, 2016, 2000): i) conjunto de treinamento, 
utilizado para calcular os erros e ajustar os pesos e bias da rede a cada iteração do processo 
de aprendizagem; ii) conjunto de validação, empregado para reduzir o risco de sobreajuste 
(overfitting), auxiliando na escolha do melhor modelo; e iii) conjunto de teste, destinado a 
estimar o erro de generalização da rede, ou seja, sua capacidade de produzir resultados 
precisos com dados não vistos anteriormente. 

5 METODOLOGIA 

Neste estudo, foram utilizadas três estações de monitoramento da qualidade do ar 
localizadas na cidade de Volta Redonda (RJ): Belmonte, Retiro e Vila Santa Cecília, conforme 
Figura 2. A escolha dessas estações justifica-se pela proximidade geográfica e pela cobertura 
urbana homogênea, o que permite minimizar efeitos climáticos ou topográficos diferenciados. 

Figura 2 – Posição das estações. 

 

Fonte: Adaptada de INEA (2025). 

O objetivo principal da modelagem foi utilizar as séries temporais de PM10 obtidas nas 
estações de Belmonte e Retiro como variáveis preditoras para estimar os valores 
correspondentes na estação Vila Santa Cecília. Esta abordagem simula a funcionalidade de 
uma estação virtual, substituindo medições físicas por inferências baseadas em padrões de 
dados ambientais. 

Foram considerados dados diários do período entre 2004 e 2024, extraídos do banco 
de dados do Instituto Estadual do Ambiente (INEA/RJ). Apenas foram selecionadas amostras 
com registros simultâneos e completos nas três estações, totalizando 36.315 amostras 
válidas. Amostras com datas divergentes ou dados ausentes em qualquer uma das estações 
foram descartadas. 
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Para fins ilustrativos, as Figuras 3, 4 e 5 apresentam a média móvel a cada 100 
amostras das concentrações de PM10 em cada estação, evidenciando a variação temporal 
ao longo de duas décadas de medições. 

Foi implementada uma rede neural artificial simples, composta por uma camada de 
entrada com dois neurônios (valores normalizados das estações Belmonte e Retiro), uma ou 
mais camadas ocultas com função de ativação sigmoide, e uma camada de saída com um 
único neurônio para prever os valores da estação Vila Santa Cecília. Os hiperparâmetros de 
configuração da RNA utilizada podem ser encontrados no Quadro 1.  

Quadro 1: Hiperparâmetros da RNA. 

Hiperparâmetros Valor 
Algoritmo de treinamento Levenberg-Marquardt 
Quantidade de camadas 5, sendo 1 camada de entrada 3 camadas ocultas e 1 camada de saídas 
Neurônios (por camada) [2 30 30 30 1] 
Função de ativação  Tangente hiperbólica 

Fonte: Elaborado pelos autores (2025). 

A quantidade de camadas ocultas e neurônios por camada foi determinada de forma 
empírica, buscando o melhor desempenho preditivo conforme testes sucessivos. 

Das 36.315 amostras, 12.105 (cerca de 33%) foram selecionadas para o treinamento 
do modelo, subdivididas em 70% para treinamento, 15% para validação e 15% para teste. 

Diferentemente do estudo de Samad et al. (2023), que empregou uma variedade de 
algoritmos de aprendizado supervisionado (como Random Forest, XGBoost e redes neurais 
profundas) aplicados a diversas estações distribuídas por uma metrópole, este trabalho adota 
uma abordagem simplificada, com foco em uma rede neural artificial elementar e aplicação 
em uma área geográfica restrita. 

Figura 3 – Medições de PM10 na Vila Santa Cecília. Figura 4 – Medições de PM10 no Belmonte. 

  

Fonte: Elaborada pelos autores (2025). Fonte: Elaborada pelos autores (2025). 
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Figura 5 – Medições de PM10 no Retiro. 

 

Fonte: Elaborada pelos autores (2025). 

Enquanto Samad et al. (2023) enfatizam a substituição completa de estações físicas 
por modelos preditivos complexos baseados em atributos meteorológicos e múltiplos 
poluentes, este estudo explora o conceito de prova de conceito em ambiente acadêmico, 
utilizando exclusivamente dados históricos de PM10 para simular uma estação virtual. A 
metodologia aqui proposta busca ser uma ferramenta formativa para estudantes de 
engenharia ambiental, mimetizando as etapas reais de concepção, implementação e 
validação de projetos científicos e tecnológicos. 

A avaliação do desempenho do modelo foi realizada por meio do Mean Relative 
Squared Error (MRSE), uma métrica que quantifica o erro relativo quadrático médio entre os 
valores previstos e os reais. A equação utilizada para o cálculo do MRSE está descrita a 
seguir: 

𝑀𝑅𝑆𝐸(%) =
1

𝑛𝑜
∑ [√

∑ (𝑦𝑖 − 𝑦̂𝑖)2𝑁
𝑖=1

∑ (𝑦̂𝑖)2𝑁
𝑖=1

]

𝑛𝑜

o=1

 (9) 

onde 𝑛𝑜 representa o número total de saídas, e 𝑁 a quantidade de dados utilizada. Valores 
mais próximos de zero indicam melhor desempenho, sinalizando que o modelo é capaz de 
reproduzir adequadamente os padrões observados nos dados reais 

6 RESULTADOS 

Após o treinamento da rede neural artificial, composta por uma estrutura relativamente 
simples, mas funcional, foi possível prever, com desempenho moderado, as concentrações 
de PM10 na estação Vila Santa Cecília, a partir das medições simultâneas realizadas nas 
estações Belmonte e Retiro. 

A rede neural foi configurada com três camadas ocultas, cada uma contendo 30 
neurônios com função de ativação sigmoide. A camada de entrada contou com 2 neurônios, 
correspondentes às variáveis de entrada (valores normalizados de PM10 das estações 
Belmonte e Retiro), e a camada de saída foi composta por 1 neurônio, responsável pela 
predição dos valores correspondentes à estação Vila Santa Cecília. 
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O desempenho do modelo foi avaliado por meio do Mean Relative Squared Error 
(MRSE), que resultou em 55%, indicando que o modelo foi capaz de capturar tendências 
gerais, mas apresentou limitações ao representar com precisão os valores extremos. 

A Figura 6 exibe a série temporal com as concentrações medidas e estimadas de PM10 
ao longo dos anos de 2004 a 2024. A análise gráfica mostra que o modelo consegue seguir 
os padrões gerais de variação, mas tende a subestimar os picos de concentração, o que é 
comum em modelos de complexidade limitada sem ajuste fino de parâmetros. 

Figura 6 – Comparação entre os valores reais (Medidos) o da Estação Virtual (Estimado). 

 

Fonte: Elaborada pelos autores (2025). 

A Figura 7 apresenta os gráficos de dispersão dos valores reais (target) versus os 
valores previstos (output) para os conjuntos de treinamento, validação, teste e o conjunto total. 
Os coeficientes de correlação linear (R) obtidos foram: i) Treinamento: R = 0,51709; ii) 
Validação: R = 0,49791; iii) Teste: R = 0,35176; Conjunto Total: R = 0,48607. 

Figura 7 – Comparação entre os valores reais (Medidos) o da Estação Virtual (Estimado). 

 

Fonte: Elaborada pelos autores (2025). 

Esses valores indicam uma correlação positiva moderada, com desempenho um pouco 
melhor nos conjuntos de treinamento e validação do que no conjunto de teste, o que pode ser 
interpretado não como um sobreajuste, mas como uma limitação na capacidade do modelo 
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em capturar padrões complexos dos dados. Isso sugere que uma arquitetura neural mais 
sofisticada ou o uso de variáveis adicionais poderia melhorar significativamente o 
desempenho preditivo. 

Os resultados obtidos mostram que, mesmo com uma arquitetura neural relativamente 
simples, é possível obter predições coerentes e com padrão reconhecível. Contudo, o 
desempenho observado é inferior ao de abordagens mais sofisticadas, como a de Samad et 
al. (2023), que utilizaram múltiplos algoritmos (Random Forest, XGBoost, redes profundas) e 
conjuntos de dados com múltiplas variáveis meteorológicas, atingindo R² superiores a 0,9. 

Para quantificar essa limitação, a Figura 8 mostra o histograma do erro absoluto entre 
os valores medidos e estimados. Nota-se que aproximadamente 44,63% das amostras 
apresentam erro inferior a 7,6 µg/m³, indicando que o modelo é capaz de estimar com boa 
precisão a maior parte dos dados da série temporal. No entanto, a cauda longa à direita no 
histograma sugere a ocorrência de erros mais elevados em menor frequência, com valores 
que ultrapassam os 90 µg/m³. Esses erros estão concentrados, principalmente, nos períodos 
de maior concentração de PM₁₀, como observado a partir de 2020. 

Figura 8 – Histograma dos erros absolutos. 

 

Fonte: Elaborada pelos autores (2025). 

Dessa forma, os resultados indicam que há um campo promissor de pesquisa, e que, 
com a adoção de modelos mais robustos e variáveis complementares, pode-se alcançar 
resultados mais competitivos e próximos aos da literatura internacional. 

7 CONSIDERAÇÕES FINAIS 

Este estudo teve como objetivo avaliar a viabilidade de uma estação virtual de 
monitoramento da qualidade do ar, por meio da aplicação de uma rede neural artificial simples, 
utilizando dados reais de PM10 obtidos em três estações da cidade de Volta Redonda/RJ. A 
modelagem utilizou os dados das estações Belmonte e Retiro como entrada para estimar os 
valores correspondentes à estação Vila Santa Cecília. 

Os resultados obtidos, com MRSE de 55% e correlações moderadas (R variando entre 
0,35 e 0,52), demonstram que, mesmo com uma arquitetura de rede relativamente básica, é 
possível identificar padrões relevantes nas séries temporais de poluentes. Isso reforça o 
potencial das estações virtuais como alternativa viável, especialmente em contextos com 
restrições de infraestrutura para monitoramento ambiental físico. 
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Contudo, os limites do modelo empregado — como a ausência de variáveis 
meteorológicas, a simplicidade da arquitetura e a ausência de técnicas de regularização e 
otimização de hiperparâmetros — influenciaram diretamente na acurácia preditiva. Em 
comparação com estudos como o de Samad et al. (2021), que utilizaram algoritmos 
avançados e múltiplas variáveis, os resultados aqui apresentados destacam a necessidade 
de abordagens mais sofisticadas para aplicações práticas em larga escala. 

Como perspectivas futuras, recomenda-se o uso de redes neurais profundas, 
algoritmos ensemble, e a integração de variáveis climáticas, topográficas e urbanas. Além 
disso, o uso deste modelo em contextos pedagógicos mostrou-se eficaz para a formação de 
engenheiros ambientais, ao proporcionar uma vivência prática de concepção e validação de 
soluções baseadas em dados reais. 
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DEVELOPMENT OF A VIRTUAL AIR QUALITY MONITORING STATION USING AN 

ARTIFICIAL NEURAL NETWORK: A DIDACTIC APPLICATION WITH REAL DATA 
 
Abstract: Air pollution is responsible for millions of premature deaths worldwide, making 
continuous air quality monitoring essential. However, the high costs of installing and 
maintaining physical monitoring stations limit their spatial coverage, especially in developing 
countries. This paper presents the results of a pedagogical experience conducted in the 
Engineering Project Design and Management course of the Environmental Engineering 
program at the Centro Universitário de Volta Redonda. The project aimed to develop a virtual 
monitoring station using artificial neural networks. Historical PM10 data (2004–2024) from 
three stations in Volta Redonda/RJ (Belmonte, Retiro, and Vila Santa Cecília) were used. The 
network, with three hidden layers of 30 neurons each, achieved an MRSE of 55% and a 
moderate correlation (R = 0.486), demonstrating the feasibility of the approach for educational 
purposes and highlighting the need for more robust models for operational applications. 
 
Keywords: Air monitoring, Virtual station, Artificial neural network. 




