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Resumo: Este trabalho tem como principal objetivo a construgdo de um modelo preditivo de evasdo
no

ensino superior, como foco na interpretabilidade e aplicabilidade dos resultados. A pesquisa realiza
uma andlise exploratoria de dados académicos e socioeconomicos de estudantes da Universidade
Estadual de Campinas (UNICAMP), integrando diferentes fontes institucionais. Sdo aplicadas
técnicas de pré-processamento, normalizagdo e balanceamento de classes, além da criagdo de
indicadores como coeficiente de progressdo e rendimento. Utilizou-se a biblioteca PyCaret para o
treinamento de diversos algoritmos de aprendizado de mdquina, comparando seus desempenhos
com base na acurdcia balanceada, recall e AUC. O modelo LightGBM destacou-se por sua robustez
em diferentes cendrios, apontando varidveis relevantes na predigdo da evasdo. Os resultados obtidos
contribuem para a identificagdo de estudantes em risco, oferecendo subsidios para acgoes
preventivas

e estratégicas na gestdo educacional.

Palavras-chave: aprendizado de mdquina, predi¢do, ciéncia de dados, acurdcia
balanceada,evasdo,inteligéncia artificial,predi¢do
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MODELAGEM PREDITIVA DE EVASAO ESCOLAR NO ENSINO SUPERIOR

1 INTRODUGAO

A evasao escolar no ensino superior representa um desafio significativo para gestores
educacionais, impactando diretamente a eficiéncia das politicas institucionais, a alocacao de
recursos e a formacdo académica dos estudantes. No contexto brasileiro, o problema é
agravado por fatores socioecondmicos, dificuldades académicas e falta de politicas eficazes
de retencdo estudantil. Diversos estudos tém apontado que a predicdo da evasao pode
auxiliar na implementagao de medidas preventivas e no direcionamento de recursos para
estudantes em situac&o de vulnerabilidade académica (AHMAD, 2023).

Nesse cenario, a aplicagao de técnicas de ciéncia de dados e inteligéncia artificial tem
se destacado como uma abordagem promissora para a modelagem da evasao escolar
(OECD, 2021). Modelos preditivos baseados em aprendizado de maquina possibilitam a
analise de grandes volumes de dados académicos, permitindo identificar padrdes que
indiguem estudantes com maior risco de abandono.

Este artigo tem entdo como objetivo construir um modelo preditivo para evasao no
ensino superior, com énfase na interpretabilidade dos resultados. Esse aspecto é essencial,
uma vez que decisdes automatizadas na educacdo devem ser auditaveis e transparentes,
garantindo que nao perpetuem vieses discriminatorios nem resultem em decisdes arbitrarias.
Além disso, a pesquisa busca identificar os fatores mais influentes na decisdo de um
estudante de abandonar o curso e explorar como a ciéncia de dados pode fornecer insights
valiosos para que gestores educacionais intervenham de forma proativa.

Este trabalho esta dividido da seguinte maneira. Na seg¢do 2 apresentamos a
metodologia adotada, com a descri¢do do conjunto de dados, analise do desbalanceamento
entre as classes e os classificadores escolhidos. Na secao 3, detalhamos o
pré-processamento, incluindo a integracdo de dados externos, criagdo de indicadores,
definicdo da variavel alvo e geracdo do conjunto final utilizado para analise. Na secédo 4
descreve a etapa de classificagao, abordando o uso da biblioteca PyCaret, o treinamento, as
meétricas e a comparagao entre os desempenhos dos modelos. Na secdo 5, sao

apresentados os resultados obtidos, com base nas métricas e visualizagdes de

desempenho.
REALIZACAO ORGANIZAQAO
o f P UC
{ ABENGE

Associagdo Brasileira de Educagdo em Engenharia



@ COBENGE

FoTEES UV PR CaTauca,

REﬂLlZACAO 2025 ORGANIZAGAO
L. ABENGE = 15 a 18 DE SETEMBRO DE 2025

" Associagdo Brasileira de Educagio em Engenharia c A M P I N A S s P
2 METODOLOGIA

2.1 Descrigao do Dataset

Os dados utilizados neste trabalho foram fornecidos por duas fontes da Universidade
Estadual de Campinas (UNICAMP), a Diretoria Académica (DAC) e a Comissao Permanente
para os Vestibulares da Unicamp (COMVEST). Cada uma dessas entidades contribuiu com

diferentes tipos de informacgdes relevantes para a analise da evasao estudantil.

A DAC forneceu informagdes de carater académico, como o historico escolar dos
estudantes, dados sobre os cursos e disciplinas, desempenho ao longo dos semestres
(notas, aprovagao ou reprovagao), além de detalhes sobre o ingresso e a saida do curso,
incluindo o motivo da evasao, quando aplicavel. Ja a COMVEST disponibilizou dados de
natureza socioecondémica e demografica, coletados no momento da inscricdo no vestibular.
Entre os campos fornecidos estdo: renda familiar mensal, renda per capita, tipo e
modalidade de ensino médio cursado, participacdo na renda familiar, atividade remunerada,
cor/raca e sexo dos estudantes. Todas as informagdes fornecidas pelos 6rgaos da

Universidade foram previamente anonimizadas.

A integracdo de atributos académicos e socioeconédmicos permite uma compreensao
mais abrangente da trajetéria estudantil, ao contemplar tanto o desempenho académico
quanto o contexto pessoal de cada aluno. Essa abordagem multidimensional € essencial

para revelar padrbes que podem estar diretamente relacionados a decisao de evadir.

2.2 Desbalanceamento de dados

No conjunto de dados analisado, a classe correspondente aos alunos que evadiram
representa uma fragao significativamente menor em comparagao aos ativos ou concluintes,
0 que caracteriza um desbalanceamento na distribuicdo das classes. Esse desequilibrio
pode comprometer o desempenho dos modelos preditivos, levando-os a favorecer a
predicdo da classe majoritaria, o que resulta em métricas ilusoriamente elevadas, porém
sem capacidade real de identificar corretamente os casos de evasdo (KRAWCZYK, 2016).

Para mitigar os efeitos do desbalanceamento, foram utilizadas estratégias de
balanceamento artificial das classes. Neste trabalho, adotou-se a técnica de oversampling,
aplicada automaticamente pelo PyCaret, que utiliza a técnica SMOTE (Synthetic Minority

Over-sampling Technique) (CHAWLA, 2002) no conjunto de treino durante a validagéao,
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garantindo que o balanceamento nao afete o conjunto de teste. Essa abordagem permite

que os modelos tenham mais exemplos da classe minoritaria para aprender, aumentando
sua capacidade de identificar casos de evasdo e promovendo uma avaliagao mais fiel ao
desempenho real dos algoritmos. Além disso, incorporamos como indice de mérito a
acuracia balanceada e fungao objetivo ponderada, para penalizar de maneira mais agressiva

classificagdes do tipo falso negativo.

2.3 Classificadores utilizados

Para a constru¢do do modelo preditivo de evasdo no ensino superior, empregamos
diversos algoritmos de aprendizado supervisionado. A seguir, s&o descritos o0s

classificadores utilizados:

e Arvore de Decisdo (Decision Tree): E uma estrutura hierarquica que realiza
classificagbes com base em perguntas binarias sucessivas sobre os atributos dos
dados (BREIMAN, 1984). Cada noé representa uma decisdo com base em uma
variavel, e os ramos levam a outras decisdes ou a um resultado final. As arvores de
decisdo sao intuitivas, facilmente interpretaveis e fornecem uma viséo clara de como
as decisdes sdo tomadas. No entanto, tendem a sofrer com o overfitting’,
especialmente em dados complexos ou com ruido.

e Random Forest: Conjunto de multiplas arvores de decisdo construidas a partir de
diferentes subconjuntos dos dados e de atributos aleatérios (HO, 1995). A predicao
final é obtida por meio de votagdo entre as arvores. Essa técnica de ensemble?
melhora a generalizagdo do modelo, reduzindo a variancia e mitigando o risco de
overfitting que afeta arvores individuais.

e Extra Trees (Extremely Randomized Trees): Variante do Random Forest que
introduz ainda mais aleatoriedade no processo de construgcdo das arvores. Ao invés
de buscar o melhor ponto de divisdo, os pontos sdo selecionados aleatoriamente, o
que tende a reduzir a varidncia do modelo (GEURTS, 2006). Essa abordagem é
particularmente util quando se deseja alta velocidade de treinamento com boa

capacidade de generalizacao.

! Overfitting ocorre quando um modelo apresenta desempenho ele'vado nos dados de treinamento, mas falha em generalizar para dados
n&o vistos, indicando alta variancia e baixa capacidade preditiva (GERON, 2019).

2 Ensemble é uma abordagem que combina multiplos modelos preditivos com o objetivo de reduzir erros e melhorar a robustez e acuracia
da predigéo (GERON, 2019).
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e LightGBM (Light Gradient Boosting Machine): Baseado em gradient boosting,

técnica de aprendizado de maquina que constréi modelos preditivos combinando
varias arvores de decisao simples, treinadas de forma sequencial. Cada nova arvore
tenta corrigir os erros das anteriores, resultando em um modelo mais preciso (KE,
2017). Utiliza estratégias como crescimento de arvore orientado por folhas,
discretizacdo dos dados por histogramas e suporte nativo a variaveis categéricas.

e Naive Bayes: Modelo probabilistico baseado no Teorema de Bayes, que assume
independéncia condicional entre as variaveis preditoras. Embora essa suposi¢ao
raramente se confirme na pratica, o Naive Bayes costuma apresentar bons resultados
em diversas aplicagdes, especialmente quando o numero de atributos € grande o
suficiente (SCIKIT-LEARN, 2025).

e Analise Discriminante Quadratica (QDA): Técnica estatistica que modela a
distribuicdo de probabilidade de cada pardametro assumindo que elas seguem
distribuicdes normais, mas com diferentes matrizes de covariancia (WU, 2022). E
apropriado para problemas onde as classes sdo bem separadas e tém variancias
distintas.

e Maquinas de Vetores de Suporte (SVM): Algoritmo que busca encontrar o
hiperplano 6timo que melhor separa as classes no espaco de caracteristicas. Utiliza
margens maximas para garantir uma separacao robusta entre as classes e pode ser
estendido a classificagdes ndo lineares também (CORTES, 1995). E eficaz em
espacos de alta dimensionalidade.

e Regressao Logistica: Modelo estatistico que estima a probabilidade de uma
instancia pertencer a uma classe com base em uma combinacgao linear dos atributos.
Utiliza a funcdo logistica para transformar essa combinacdo em uma probabilidade
entre 0 e 1 (CRAMER, 2002). E bastante eficaz, interpretavel e serve como um

excelente baseline para tarefas de classificagao binaria.

3 PRE-PROCESSAMENTO DE DADOS

3.10peragoes realizadas

O pré-processamento dos dados envolveu uma série de etapas voltadas a

consolidagdo, enriquecimento e transformagcdo das informagdes brutas extraidas dos
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histéricos académicos e bases administrativas. O objetivo dessas operagdes foi gerar uma

base analitica capaz de sustentar as investigacdes desejadas.

. Incorporagao de dados socioeconémicos

Inicialmente, os dados académicos dos estudantes foram enriquecidos com
informacgdes socioecondmicas provenientes da base de ingressantes da universidade. As
variaveis incorporadas incluiram renda familiar, escolaridade dos pais, tipo de escola
cursada no ensino médio, cor/raga autodeclarada, entre outras. Esse processo exigiu o
tratamento de dados ausentes, a padronizagao de categorias e a verificagdo de consisténcia

entre os registros.

ll. Calculo de Evolugao esperada dos curriculos

Com base na estrutura curricular dos cursos, foi realizada uma simulagéo da trajetoria
ideal de integralizagdo das disciplinas obrigatorias. Essa simulagao consistiu em distribuir,
semestre a semestre, os componentes curriculares obrigatorios de acordo com o periodo

recomendado no projeto pedagogico.

Para cada semestre ideal, foram acumulados os créditos obrigatérios esperados até
aquele ponto, permitindo o calculo da progressao curricular esperada como a razéo entre os
créditos acumulados e o total de créditos obrigatérios do curso. Esse valor ideal de
progressao foi utilizado posteriormente como parametro comparativo para a evolugao real de

cada estudante ao longo de sua trajetéria académica.

lll. Calculo de Coeficientes de Desempenho dos estudantes

Com os histéricos escolares consolidados, foi possivel entdo calcular duas métricas

principais associadas ao desempenho académico:

e Coeficiente de Progressao (CP): Indicador da proporgao de créditos integralizados
em relagdo a carga horaria total exigida para a conclusédo do curso. O calculo levou
em conta os créditos aprovados em disciplinas obrigatérias, eletivas e livres, de
acordo com os critérios definidos pelo curriculo vigente no ano de ingresso do
estudante. Em casos de créditos excedentes em uma determinada categoria (por

exemplo, eletivas), o excedente foi redistribuido respeitando a hierarquia de
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aproveitamento estabelecida institucionalmente, considerando limites minimos e
maximos.

e Coeficiente de Rendimento (CR): Média ponderada das notas obtidas, considerando
apenas disciplinas validas para o calculo conforme definido pelo regulamento do
curso. Foram desconsideradas disciplinas em que o aluno obteve trancamento,
cancelamento ou situagdes equivalentes. A média foi ponderada pela carga horaria
de cada disciplina.

e Diferencial de Coeficiente de Progressao: Medida da diferenga entre o coeficiente
de progressao real do estudante, e o coeficiente esperado para o perfil, definido por
curso e semestre. Calculado através da subtracdo dos coeficientes, indica se o aluno
esta adiantado ou atrasado em sua trajetoria académica.

IV. Definicao da variavel alvo

Foram adotadas janelas de predicdo de dois e quatro semestres para rotular a
evasdo, com o objetivo de evitar que o aluno seja classificado como evadido em todos os
periodos anteriores a sua saida, ja que poderia distorcer o aprendizado do modelo, ao
mesmo tempo em que permite a deteccdo com tempo habil para uma intervencao
pedagdgica. Essa abordagem permite concentrar a detecgdo em um momento mais proximo
da evasdo, favorecendo a identificacdo de padroes comportamentais recentes que
antecedem a decisdo do abandono. Assim, a modelagem foca na diferenciagdo entre os
estudantes que estdo prestes a evadir e aqueles que seguem ativos, mesmo que todos

apresentem historico semelhante nos primeiros semestres.

V. Geragao da base final em CSV para analise

Apods o enriquecimento e calculo dos indicadores, os dados foram reorganizados em
um formato tabular (CSV), no qual cada linha representa o desempenho de um estudante

em um determinado semestre. As variaveis da base final incluiram:

e Identificagcdo do estudante, por indice (anonimizada)

e Curso, curriculo e ano de ingresso

e Informacdes socioeconémicas

e Semestre em andlise (com codificacdo sequencial para facilitar modelagens
temporais)

e Créditos cursados e aprovados por categoria (obrigatéria, eletiva, livre)
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e CP, CR e Diferencial de CP naquele ponto da trajetoria
e Tempo de curso até o semestre em questao
e Numero de disciplinas trancadas ou reprovadas

e Indicacéo de evasao, variavel alvo binaria

Essa base final serviu de insumo para as analises estatisticas, modelos preditivos e

visualizagbes que compdem as seg¢oes seguintes deste trabalho.

4 CLASSIFICAGAO

Na etapa de classificagdo, foram utilizados modelos supervisionados para prever a
evasao de estudantes com base em seu historico e nas variaveis derivadas do processo de
pré-processamento. Os experimentos de modelagem foram conduzidos utilizando a
biblioteca PyCaret, uma ferramenta de machine learning de cddigo aberto que facilita a
experimentacdo com diversos algoritmos e técnicas de pré-processamento (PYCARET,
2025). Para avaliar o impacto das diferentes configuragdes de inicializagdo do modelo,
fizemos um conjunto de experimentos variando alguns parametros como normalizagédo e
estratégias de redugdo de desbalanceamento. Especialmente procurando alternativas para

tratar do desbalanceamento de dados. A seguir, sdo detalhadas as etapas realizadas:
. Critérios de desempenho

Como critério principal para definicdo do melhor modelo, adotou-se a acuracia
balanceada. Essa métrica corresponde a média entre a taxa de verdadeiros positivos
(sensibilidade) e verdadeiros negativos (especificidade), oferecendo uma avaliagdo mais
justa em contextos de desbalanceamento de classes (CARRILLO, 2014). No caso da
evasdo, onde a maioria dos registros pertence a classe “ndo evadiu”, o uso da acuracia
balanceada evita que o modelo tenha seu desempenho inflado por simplesmente priorizar a
classe majoritaria, possibilitando uma analise mais fiel da capacidade de identificar

corretamente os casos de evaséao.

Além da acuracia balanceada, também foi considerada a métrica de recall, que
corresponde & proporcéo de instancias positivas corretamente classificadas (GERON, 2019).
Em problemas como a previsdo de evasao, o recall é relevante, pois busca minimizar falsos
negativos - ou seja, casos de estudantes evadidos que seriam incorretamente classificados

como nao evadidos.
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Apos a configuracdo, avaliamos diversos algoritmos de classificagdo. A ferramenta

utilizada retorna os modelos com melhor desempenho com base em métricas como AUC,

acuracia balanceada e recall. Como o objetivo principal era prever a evasao (especialmente

reduzir falsos negativos, ou seja, evadidos classificados como nao evadidos), métricas como

recall e acuracia balanceada foram priorizadas na escolha dos modelos que melhor

performaram.

5 RESULTADOS OBTIDOS

Para avaliar a eficacia dos modelos preditivos, foram realizados experimentos em

cinco diferentes cenarios, variando estratégias de normalizagdo e balanceamento dos

dados. Esta secdo apresenta os resultados comparativos entre os modelos treinados em

cada configuragdo, bem como uma andlise mais detalhada do modelo com melhor

& ABENGE
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desempenho.
Tabela 1 - Com normalizagdo, sem balanceamento, janela de
evasao de 2 semestres
Modelo AUC Recall Acuracia balanceada

Decision Tree 0.7932 0.7199 0.7839

Extra Trees 0.7775 0.6129 0.6938

LightGBM 0.9161 0.7947 0.8366

Logistic Regression 0.8593 0.7478 0.7772

Naive Bayes 0.7334 0.4296 0.6381

QDA 0.7893 0.3666 0.6398

Random Forest 0.8144 0.7419 0.7451

SVM 0.7350 0.8006 0.7350

Tabela 2 - Com normalizagdo, com balanceamento, janela de
evasao de 2 semestres
Modelo AUC Recall Acuracia balanceada

Decision Tree 0.7941 0.4604 0.6965

Extra Trees 0.7809 0.6745 0.7046

LightGBM 0.8133 0.7478 0.7432

Logistic Regression 0.8553 0.7346 0.7737

Naive Bayes 0.6835 0.8109 0.5757

QDA 0.7552 0.6452 0.7076

Random Forest 0.8632 0.6012 0.7554

SVM 0.7828 0.7522 0.7828
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Tabela 3 - Sem normalizacdo, sem balanceamento, janela de
evasao de 2 semestres
Modelo AUC Recall Acuracia balanceada
Decision Tree 0.7941 0.7214 0.7846
Extra Trees 0.7775 0.6129 0.6938
LightGBM 0.9166 0.7991 0.8394
Logistic Regression 0.8605 0.7449 0.7753
Naive Bayes 0.7333 0.5894 0.7403
QDA 0.7891 0.6833 0.7403
Random Forest 0.8144 0.7419 0.7451
SVM 0.6053 0.2302 0.6053
Tabela 4 - Sem normalizagdo, com balanceamento, janela de
evasao de 2 semestres
Modelo AUC Recall Acuracia balanceada
Decision Tree 0.7941 0.4604 0.6965
Extra Trees 0.7809 0.6745 0.7046
LightGBM 0.8131 0.7522 0.7452
Logistic Regression 0.8569 0.7375 0.7747
Naive Bayes 0.7757 0.7038 0.7312
QDA 0.7974 0.7830 0.7346
Random Forest 0.8628 0.5924 0.7509
SVM 0.7775 0.7419 0.7775
Tabela 5 - Com normalizagdo, sem balanceamento, janela de
evasao de 4 semestres
Modelo AUC Recall Acuracia balanceada
Decision Tree 0.7887 0.7263 0.7787
Extra Trees 0.7943 0.6540 0.7161
LightGBM 0.9266 0.8201 0.8443
Logistic Regression 0.8670 0.7654 0.7847
Naive Bayes 0.7424 0.5122 0.6624
QDA 0.7912 0.5122 0.6407
Random Forest 0.8172 0.7986 0.7623
SVM 0.7574 0.8211 0.7574

A analise dos resultados evidencia que o desempenho dos modelos varia de acordo
com estratégias de normalizagédo, balanceamento e janela de observagdo adotada. No
cenario 1, ilustrado pela Tabela 1, o LightGBM obteve os melhores valores e AUC e acuracia
balanceada, enquanto o SVM apresentou o maior recall. Isso sugere que, apesar do bom
desempenho geral do LightGBM, o SVM pode ter sido mais sensivel a identificagdo de casos
positivos, possivelmente por sua margem de decisao ampla em dados normalizados. No
cenario 2, o SVM teve a maior acuracia balanceada, mas Naive Bayes alcangou o maior

recall e Random Forest a maior AUC. Esse comportamento pode estar relacionado a forma
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como cada algoritmo lida com amostras balanceadas: Naive Bayes tende a aumentar o
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recall em detrimento da precisdo, enquanto Random Forest, sendo mais robusto, se

beneficia do balanceamento para melhorar sua capacidade discriminativa.

No cenario 3, o LightGBM dominou todas as métricas, o que refor¢a sua flexibilidade
e robustez, ja que seu desempenho ndo depende fortemente de pré-processamentos como
normalizagdo. Ja no cenario 4, observamos outra divisdo: SVM com a maior acuracia
balanceada, QDA com o maior recall e Random Forest com a maior AUC. Ao olhar para as
particularidades de cada modelo: QDA pode ter sido favorecido pelo balanceamento ao
identificar melhor os casos positivos; SVM mantém boa acuracia balanceada pela forma
como define seus limites de decisdo; e Random Forest, que segue performando uma boa
capacidade de generalizagdo. Por fim, no cenario 5, o LightGBM novamente se destacou em

AUC e acuracia balanceada.

Figura 2 — Matriz de confusdo correspondente ao

Figura 1 — Curva ROC correspondente ao

modelo LightGBM, no cenario com normalizagéo,
sem balanceamento, janela de evasdo de 4
semestres

modelo LightGBM, no cenario com normalizagéo,
sem balanceamento, janela de evasdo de 4
semestres

ROC Curves for LGBMClassifier
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Com base nas figuras 1 e 2, observa-se que o modelo LightGBM, no cenario com
normalizagdo, sem balanceamento e janela de evasdo de 4 semestres, apresentou uma
curva ROC com AUC de 0,93 para ambas as classes, o que confirma sua alta capacidade
discriminativa ja destacada na analise das métricas tabeladas. A matriz de confusao reforga
esse bom desempenho ao mostrar baixa taxa de falsos negativos (184) e um numero

expressivo de acertos na classe positiva (839), mesmo diante do desbalanceamento dos
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dados. A quantidade relativamente maior de falsos positivos (1423) indica uma leve
tendéncia a superestimar a evasao, o que, embora reduza a preciséo, pode ser aceitavel em
contextos onde é preferivel errar por excesso. Essas visualizagbes corroboram a robustez
do LightGBM, alinhando-se as conclusbes anteriores quanto a sua eficiéncia em diversos

cenarios.

6 CONCLUSOES

De modo geral, o LightGBM apresentou desempenho consistente e superior em
quase todos os cenarios, destacando-se especialmente nas métricas selecionadas como
mais relevantes, como a acuracia balanceada, independente da aplicacdo de técnicas de
normalizacdo ou balanceamento. Essa robustez pode ser atribuida a sua capacidade de
modelar relagdes nao lineares complexas, lidar eficientemente com dados desbalanceados e
adaptar-se automaticamente a diferentes distribuicbes e pesos de variaveis. Aléem de
identificar um modelo preditivo com boa performance para o problema de evasao estudantil,
este trabalho também desenvolveu e integrou métricas derivadas dos dados educacionais e
socioecondémicos, que se mostraram relevantes no processo de predi¢ao. A eficacia dessas
variaveis pode ser observada nos altos valores de desempenho alcangados, indicando que
contribuiram de forma significativa para a capacidade preditiva dos modelos. Assim,
podemos concluir que foi possivel nao apenas selecionar um preditor robusto, mas também
construir um conjunto de atributos informativos que ampliam o potencial de aplicagéo pratica
deste estudo. Os resultados obtidos contribuem tanto para a literatura académica quanto
para a gestdo educacional, oferecendo subsidios para ag¢des preventivas mais precisas e

fundamentadas no apoio a permanéncia estudantil.
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